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## 1 Introduction

Many rotation representations have been developed in the history for different purposes and they have different properties, advantages, and applications. Recently, there have been more and more applications in computer vision and graphics that use deep neural networks to directly regress rotations. One example task is 6 degree of freedom object pose estimation. Although many related works solve 6 dof pose by predicting correspondences, followed by RANSAC and PnP [1, 2, 3, 4, 5, which do not directly regress elements of rotation representations, some state-of-the-art works regress 4D unit quaternions as the final estimated rotations [6, 7] 7].

However, why they are using quaternion but not other representations and whether these representations are suitable for network regression have not attracted much attention in the deep learning community. As pointed out by a recent work [8], all of the popular 3D or 4D rotation representations (Euler angles, rotation vectors, quaternions) do not have a continuous mapping from rotation space to the representation space, which causes larger errors during direct regression at certain rotation angles. They proposed a 6 -dimensional rotation representation ( 6 DOF ) based on the rotation matrix, which they proved to be continuous and performs better using direct regression. Further, they showed that all 3 D and 4D rotation representations cannot achieve the continuous mapping from the rotation space to the representation space, and continuity requires at least a 5 -dimensional rotation representation.

In this project, we reviewed several popular rotation representations, discussed their discontinuities and other problems in a direct regression task. Different from [8], we focused on giving an intuition on why those representations are discontinuous and their respective properties in a regression task. To test our hypothesis empirically, we generated a dataset based on ShapeNetV1 3D model dataset [9] and designed experiments on 3D rotation estimation task using CNN as model and images as input. We tried several traditional rotation representations as well as the 6 DOF rotation representation proposed in [8] and we found that 3D and 4D rotation representations indeed yield larger training and testing errors due to their discontinuity, while rotation matrix works better and the 6DOF representation works best in the 3D rotation pose estimation task.

## 2 Theoretical Analysis

In this section, we will first analyze the desired properties of rotation representations in deep learning in Section 2.1 and then briefly review several mainstream rotation representations, including rotation matrix (Section. 2.2.1), Euler angle (Section. 2.2 .2 ), rotation vector (Section. 2.2.3) and quaternion (Section. 2.2.4). For each rotation representation, we will analyze its discontinuity to see where the discontinuity lies and why this causes problems in deep neural networks that directly regress their elements.

Finally, in Section 2.2.5, we will briefly introduce the 6-dimensional rotation representation proposed in [8], and discuss its continuity and benefits in regression.

### 2.1 Continuity

Since neural network (or other machine learning model) regressors usually produce deterministic and continuous output, in tasks where a rotation representation is directly regressed, the output from an


Figure 1: The overall relationships among output space, representation space and rotation space.
input of the same rotation should be in a continuous set. This means that if the input is perturbed by a very small shift, (e.g. rotated by a small angle) the output should only change a little within the corresponding set. Otherwise, the regressor will receive completely different and disjoint ground truth signal while the input signal is almost the same, and this will make the regressor converge slower or fail to converge.

Mathematically, as shown in Figure. 1, the original space $X$ of 3D rotation is $S O(3)$. To avoid any ambiguity in the network training, the mapping $g$ from $X$ to representation space $R$ must be continuous. Moreover, for some rotation representations, we need to normalize the direct output of the network to get valid representations as post-processing steps. For example, for rotation matrix, we need an orthogonalization step to ensure that the output matrices are in $S O(3)$, for Euler angles, we need to restrain its range in $[0,2 \pi]$, and for quaternions, the output needs to be normalized to get quaternions with unit norms. We call such mapping from the output space to the representation space $n$. Mapping $n$ is normally a many-to-one mapping, but we can see that in order to eliminate any ambiguity in the network, the desired property is that a set in space $Y$ that maps to the same representation in space $R$ is connected and continuous. Otherwise, the network can produce the several disjoint sets of values for the input of the same rotation (like Euler angles of $0,2 \pi, 4 \pi$ and two rotation vectors with opposite direction and complementary angles), and this is confusing to the neural networks in the training process.

In the following sections, we will see that all the 3- and 4- dimensional rotation representations are not continuous and cause problems in training regressors.

### 2.2 Rotation Representations Analysis

In this section, we will review popular rotation representations individually and analyze their properties, continuity, and whether they are suitable targets for regressors.

### 2.2.1 Rotation Matrix

A rotation matrix $M$ is a matrix that can perform a rotation in Euclidean space. Rotation matrices in $n$-dimensional space form the special orthogonal group $S O(n)$, where $M M^{T}=M^{T} M=1$ and $\operatorname{det}(M)=1$.

In the 3D Euclidean space, a rotation matrix of the form

$$
M=\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13}  \tag{1}\\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]=\left[\begin{array}{ccc}
\mid & \mid & \mid \\
\mathbf{m}_{1} & \mathbf{m}_{2} & \mathbf{m}_{3} \\
\mid & \mid & \mid
\end{array}\right]
$$

can rotate any vector $v=\left[v_{1}, v_{2}, v_{3}\right]$ by left-multiplication, i.e. $M \mathbf{v}$, and such rotation can be viewed as rotating the original basis vector $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ to the three columen vectors $\mathbf{m}_{1}, \mathbf{m}_{2}$ and $\mathbf{m}_{3}$ of $M$. The matrix-vector multiplication can be viewed as a weighted sum of the new basis vectors, which means $M v=v_{1} \mathbf{m}_{1}+v_{2} \mathbf{m}_{2}+v_{3} \mathbf{m}_{3}$.

As a regression target, the rotation matrix has 9 degrees of freedom. The constraints given by $S O(3)$ prevent matrices from applying non-rigid transformation or reflection, but in the context of regression, such constraints cannot be easily imposed on the output. As suggested by [8], this needs to be achieved by a post-processing orthogonalization step, which tends to incur errors and slow down the convergence of deep regressors.

### 2.2.2 Euler Angle

Euler angles describe a series of 3 rotations along the major axes ( $x, y$, and $z$ axis) in the 3D space. The commonly adopted one is to rotate $\alpha$ around the $z$ axis first, then $\beta$ around the rotated $x$ axis and $\gamma$ around the rotated $z$ axis, which is often denoted as $z-x-z$. By whether the rotation axes are fixed to the world coordinate frame or attached to and rotate with the object, the rotation indicated by Euler angles can be divided as intrinsic and extrinsic rotations.

Euler angles suffer from the problem of gimbal lock. For example, in the $z-x-z$ Euler angle, if the first and the third rotation axes coincide, then only their sum $\alpha+\gamma$ or their difference $\alpha-\gamma$ can be determined. These can causes ambiguity for neural networks that are supposed to yield deterministic output $\alpha, \beta$ and $\gamma$ given a fixed input.

As a regression target, Euler angles have 3 degrees of freedom. While it does give an intuitive way of understanding rotation, its discontinuity is obvious: if we define the range of each Euler angle to be $[0,2 \pi]$, then rotating $\theta=2 \pi$ along an axis is the same rotation as $\theta=0$. Imagine the situation where the network outputs 0.1 and the ground truth is $2 \pi-0.1$, which are quite close in the rotation space, but the loss to the network is quite large and the network needs to output two values far from each other. This will cause great confusion to the regressor and the error at such border case can be larger than normal.

### 2.2.3 Rotation Vector

Rotation vector is a representation for 3D rotations with its direction indicating the rotation axis and magnitude equal to the rotation angle. The space of rotation vector is a 3 D ball of radius $2 \pi$, but since a rotation vector $v$ represents the same rotation as another $u$ if $u$ and $v$ have opposite orientation and $\|u\|+\|v\|=2 \pi$, the whole 3D ball of rotation vector make rotation vector a double cover of the rotation space. This causes ambiguity to the neural network as they can output two opposite rotation vector for the same rotation. The ambiguity can be solved by constraining the space of rotation vectors to be a half-open ball [10] so that there exists a one-to-one mapping between rotation vectors and 3D rotation space.

As a regression target, Rotation Vector has 3 degrees of freedom. But the ambiguity discussed above incurs discontinuity at the edges and the open plane of the half-open ball, and similar to Euler angles, this continuity confuses the network and make output inconsistent. Also, a rotation vector encodes the angle of rotation along the axis as the vector norm, and such compact representation may be difficult for a regressor to learn.

### 2.2.4 Quaternion

Quaternion, as an extension of complex number system, has the form $a+b \mathbf{i}+c \mathbf{j}+d \mathbf{k}$, where $a, b, c$ and $d$ are real numbers and $\mathbf{i}, \mathbf{j}$ and $\mathbf{k}$ are the quaternion units with $\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i j k}=-1$. With defining $\mathbf{v}=b \mathbf{i}+c \mathbf{j}+d \mathbf{k}$, we can also express a quaternion in the form of a scalar plus a vector as $a+\mathbf{v}$.

Unit quaternion is a quaternion with the unit norm, and can be used to represent a rotation or an orientation. The intuition behind is that if the rotation axis is $\mathbf{u}$ (a unit vector) and the rotation angle is $\alpha$, we can define a quaternion

$$
\begin{equation*}
q=\cos \frac{\alpha}{2}+\mathbf{u} \sin \frac{\alpha}{2} \tag{2}
\end{equation*}
$$

and then the result of rotating a vector $v$ along the axis $\mathbf{u}$ by $\alpha$ is

$$
\begin{equation*}
\mathbf{v}^{\prime}=q \mathbf{v} q^{-1}=\left(\cos \frac{\alpha}{2}+\mathbf{u} \sin \frac{\alpha}{2}\right) \mathbf{v}\left(\cos \frac{\alpha}{2}-\mathbf{u} \sin \frac{\alpha}{2}\right) . \tag{3}
\end{equation*}
$$

Quaternions have good properties when used to represent rotations. Compared to rotation matrices, quaternions are more compact, numerically stable and does not require orthogonalization process. Compared to Euler angles, quaternions do not suffer from gimbal lock and singularity.

However, we can easily see that quaternion also gives a double cover over the rotation space. Consider a rotation along vector $\mathbf{u}$ by $\alpha$, and another along $-\mathbf{u}$ by $2 \pi-\alpha$. Similar to rotation vectors, these are
essentially the same rotation but result in two different quaternions:

$$
\begin{align*}
q & =\cos \frac{\alpha}{2}+\mathbf{u} \sin \frac{\alpha}{2}  \tag{4}\\
q^{\prime} & =\cos \left(\frac{2 \pi-\alpha}{2}\right)-\mathbf{u} \sin \left(\frac{2 \pi-\alpha}{2}\right) \\
& =-\cos \frac{\alpha}{2}-\mathbf{u} \sin \frac{\alpha}{2}  \tag{5}\\
& =-q .
\end{align*}
$$

This ambiguity is usually solved by choosing the solution that has nonnegative $a$, but this breaks the continuity of the mapping from $S O(3)$ to the space of unit quaternions.

As a regression target, unit quaternion has 4 degrees of freedom. Normalization to unit length is usually enforced as a post-processing step and or enforced directly using softmax function.

### 2.2.5 6DOF Continuous Rotation Representation

In a recent work this year [8, a 6 -dimensional rotation representation is proposed and proved to be continuously mapped from the rotation space $S O(3)$. Their idea is based on the rotation matrix. Given a rotation matrix in $S O(3)$

$$
M=\left[\begin{array}{ccc}
\mid & \mid & \mid  \tag{6}\\
\mathbf{m}_{1} & \mathbf{m}_{2} & \mathbf{m}_{3} \\
\mid & \mid & \mid
\end{array}\right],
$$

the mapping from the rotation space $X$ to the representation space is just simply taking the first 2 columns, and thus the rotation representation is a 6 dimensional regression target.

$$
g\left(\left[\begin{array}{ccc}
\mid & \mid & \mid  \tag{7}\\
\mathbf{m}_{1} & \mathbf{m}_{2} & \mathbf{m}_{3} \\
\mid & \mid & \mid
\end{array}\right]\right)=\left[\begin{array}{cc}
\mid & \mid \\
\mathbf{m}_{1} & \mathbf{m}_{2} \\
\mid & \mid
\end{array}\right]
$$

To recover the rotation matrix from such 6 number representation, they used a Gram-Schmit like process and normalize and orthogonalize each column and get the last one by cross product. The mapping from representation space to the rotation space $f$ is defined as follows:

$$
\begin{align*}
f\left(\left[\begin{array}{cc}
\mid & \mid \\
\mathbf{a}_{1} & \mathbf{a}_{2} \\
\mid & \mid
\end{array}\right]\right) & =\left[\begin{array}{ccc}
\mid & \mid & \mid \\
\mathbf{b}_{1} & \mathbf{b}_{2} & \mathbf{b}_{3} \\
\mid & \mid & \mid
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\mid & \mid & \mid \\
N\left(\mathbf{a}_{1}\right) & N\left(\mathbf{a}_{2}-\left(\mathbf{b}_{1} \cdot \mathbf{a}_{2}\right) \mathbf{b}_{1}\right) & \mathbf{b}_{1} \times \mathbf{b}_{2} \\
\mid & \mid & \mid
\end{array}\right], \tag{8}
\end{align*}
$$

where $N$ is the normalization function that $N(\mathbf{a})=\frac{\mathbf{a}}{\|\mathbf{a}\|}$.
This representation is essentially only letting network producing the first two columns of the rotation matrix and recover the third one in the post-processing stage. Using this rotation representation, the mapping $g$ from the rotation space to the representation space is still one-to-many but continuous in the sense that all possible representations for a single rotation is a closed set and there are no representations corresponding to other rotation inside this set. On the contrary, the one-to-many mapping from rotation space to the Euler angle map the identity rotation to $0,2 \pi, 4 \pi \ldots$, which is discretely spread over the space $Y$ of network's possible output.

## 3 Experiments

In order to identify the best rotation representation for deep learning, we chose the task of 6 degrees of freedom (6dof) pose estimation as our evaluation task. Given an image, the goal of the task is to recover the rotation (3 degrees of freedom) and translation (3 degrees of freedom) information for an object in the scene. Some popular works in 6 dof pose estimation usually use a convolutional neural network to process the visual data and directly regress pose information [7]. The task directly involves rotation


Figure 2: Generated data using ShapeNet 3D model. From left to right, top to down, each picture represents: RGB image, depth map, semantic segmentation, ground truth pose, $2 \mathrm{D}+3 \mathrm{D}$ bounding box.
and the performance of the estimated pose (often evaluated in per point average distance between the ground truth pose and the estimated pose) reflects the quality of recovered rotation directly. To further disentangle irrelevant factors, our experiments assume known translation, so the problem reduces to a 3 degree of freedom rotation estimation problem.

### 3.1 Dataset

Popular pose estimation dataset such as YCB-video [6, LineMOD [11] usually involves multiple objects in a highly cluttered scene, and may introduce interfering factors such as camera parameters, lighting conditions, object appearances etc. that affect a neural network's performance. Thus, we generated a synthetic dataset in which the only varying factor is the object rotation. To generate this dataset, a random 3D model of an object (for instance, a car) is chosen from ShapeNetV1 3D model dataset 9 . The chosen model will be rotated randomly and rendered by the same camera parameters. We used the Blender for rendering and recovered ground truth rotation based on the current rotation configuration. We generated 10000 images with ground truth rotation and split them 4:1 into training and testing set. An example of the dataset can be seen in Figure 2.

### 3.2 Network

To train a pose estimator, we use the Resnet-18 pretrained on ImageNet from PyTorch as feature extractor, re-initialize the fully connected layer based on the current representation's dimension, and directly output the rotation representation. Specifically, we have: quaternion (4d), rotation vector (3d), Euler angles (3d), rotation matrix (9d) and 6D representation (6d). To train our network, we first freeze up the previous layers of resnet18 and only finetune the last fully connected layers for 20 epochs, and then we unfreeze the whole network and train jointly for 50 epochs. To compute the loss, we first convert the rotation representation to rotation matrix (3x3) and use L2 loss on each of the elements from the rotation matrix. Notice that this loss is equivalent for all rotation representations, as described in [8]. We use a learning rate of $1 \mathrm{e}-3$, and use the Adam optimizer from PyTorch.

## 4 Results

### 4.1 Training and Testing Result

The training and testing plots can be found in Figure 3. To evaluate the network performance on recovering the rotation in a unified way, we calculate the average per point distance between ground


Figure 3: Plot of loss curve and projection distance
truth 3D model point cloud and 3D model rotated by the recovered rotation:

$$
\begin{equation*}
\text { distance }=\sum_{N}^{i=0} n o r m\left(R_{\text {estimated }} * \operatorname{pos}_{i}-R_{g t} * \operatorname{pos}_{i}\right) / N \tag{9}
\end{equation*}
$$

In Figure 4 we report the average per point distance for the training and testing set for each rotation representation. Clearly, the 6 D rotation representation performs the best in terms of loss and projection distance. The network also converges faster. Upon visual inspection, as shown in Figure 5, the recovered rotation is reasonable. Overall, the rotation vector (axis-angle) and Euler angles representation performed the worst, and quaternion does not generalize well from the train to test set. This is not surprising: rotation vector and Euler angles are both 3D representation and both suffer from discontinuity mentioned in the theory section. Quaternion is a 4-dimensional representation, but it still suffers from discontinuity. Rotation matrix has 9 degrees of freedom, and has the closest performance to the 6 D representation. Nonetheless, the rotation matrix representation may suffer from redundancy, and the QR decomposition post-processing required to make the recovered rotation matrix orthonormal is not directly optimized through the network.

### 4.2 Failure cases

We can also observe a number of failure cases in the best performing representation (6DOF): Figure 6 . In these cases, the ground truth rotation is along a fixed axis ( 45 degrees only the positive $Y \& Z$ plane). There can be a couple of reasons for model failure: it may be the case that these specific rotations are not prevalent in the training set, and model does not generalize well enough to cover these cases. It can also be possible that training a convolutional neural network to directly regress 3 D rotation based on different viewpoints is a hard problem, and maybe better ways of interpreting or geometrical information (like 3D models) are needed.


Figure 4: Average Point Projection distance


Figure 5: Visualization of recovered rotation (image from the test set). On the left is the projected point cloud using the recovered rotation, and on the right is the ground truth rendering.


Figure 6: Visualization of failure cases.

## 5 Conclusion

In this report, we investigated the properties of popular rotation representations and tested our theoretical findings in the task of 6 dof pose estimation. From both the theoretical and experimental standpoints, popular 3D and 4D rotation representation such as quaternion, Euler angles, and rotation vectors suffer from discontinuity and does not perform as well as the newly developed 6 D rotation representation discussed in 8 . The 6 D rotation representation also does not suffer from the gimbal lock as Euler angles do. Thus, for applications using rotation representation and neural networks, the 6D rotation representation may be of interest and worth further exploration.
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